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Abstract:
In this paper, the multistage homotopy perturbation method is extended to solve the Chua’s fractional order systems. The multistage homotopy perturbation method is only a simple modification of the standard homotopy perturbation method, in which it is treated as an algorithm in a sequence of intervals for finding accurate approximate analytical solutions. The fractional derivatives are described in the Caputo sense. The solutions are obtained in the form of rapidly convergent infinite series with easily computable terms. Numerical results reveal that the multistage method is a promising tool for the Chua’s fractional order systems.

1. Introduction
Over the last decades, fractional order differential equations (FODEs) have been used to describe a variety of systems in interdisciplinary fields, such as viscoelasticity, biology, physiology, medicine, hydraulics, geology, and engineering. Based on the extension of applications of FODEs, the Chua’s fractional order systems become a new topic due to its potential applications especially in secure communication, encryption, and control processing.

For better understanding the dynamic behavior of a Chua’s fractional order system, the solution of the Chua’s fractional order system is much involved. In general, it is difficult to obtain the exact solution for nonlinear FODEs. Finding accurate and efficient methods for solving FODEs has been an active research undertaking. Some analytical and numerical methods have been proposed for the solutions of FODEs. The classical approaches include Laplace transform method, Mellin transform method, fractional Green’s function method, and power series method.

In the literatures of fractional chua’s field, two approximation methods have been advised for the numerical solutions of the fractional order systems. One method is based on the approximation of the fractional order system behavior in the frequency domain and time domain. The other method is the well-known predictor correctors scheme. According to the theory of fractional calculus, our concern in this work is to extend the MHPM to consider the approximate numeric analytic solutions of the Chua’s fractional order systems. The MHPM is a very effective and simple method for the accurate approximate solutions of the Chua’s fractional order systems for a long time.

The paper is organized as follows. In Section 2, some definitions and properties of fractional calculus are introduced. Section 3 is devoted to describe the standard HPM and the MHPM. In Section 4, Numerical solution of MHPM and graphical represented of numerical solution, yet powerful method to give the approximate solutions for the Chua’s fractional order system. Finally, conclusion is presented in section 5.

2. Basic Definition and Preliminary
We give some basic definitions and properties of fractional calculus which are used further in this paper.
2.1.1: Definition: 1
A real function $h(t), t > 0$ is said to be in the space $C_{\mu}, \mu \in R$, if there exist a real number $p(> \mu)$, such that $h(t) = t^p h_1(t) \in [0, \infty)$, and it is said to be in the space $C_{\mu}$ if and only if $h^{(n)} \in C_{\mu}, n \in N$.

2.1.2: Definition: 2
The Riemann–Liouville fractional integral operator $\left( \int_t^\alpha \right)$ of order $\alpha \geq 0$ of a function $h \in C_{\mu}, \mu \geq -1$ is defined as

$$\int_t^\alpha h(t) = \frac{1}{\Gamma(\alpha)} \int_\alpha^t (t - \tau)^{\alpha-1} h(\tau) d\tau, (\alpha > 0)$$

where $t \geq \alpha \geq 0, \Gamma(\cdot)$ is the well-known Gamma function. Some of the properties are given as follows: For $h \in C_{\mu}, \mu \geq -1, \alpha, \alpha, \beta \geq 0, \gamma \geq -1$

(i) $\int_t^\alpha \int_t^\beta h(t) = \int_t^\alpha h(t)$

(ii) $\int_t^\alpha \int_t^\beta h(t) = \frac{1}{\Gamma(\gamma + 1)} (t -\alpha)^{\alpha+\gamma}$

2.1.3: Definition: 3
The Caputo fractional derivative $\left( \int_t^\alpha \right)$ of $h(t)$ is defined as

$$\int_t^\alpha h(t) = \frac{1}{\Gamma(n - \alpha)} \int_\alpha^t (t - \tau)^{n-\alpha-1} h^{(n)}(\tau) d\tau$$

for $n - 1 < \alpha \leq n, n \in N, t \geq \alpha > 0$ and $h \in C_{-1}$

Hence, we have following properties:

(i) If $n - 1 < \alpha \leq n, n \in N, and h \in C_{\mu}^n, \mu \geq -1$, then $\int_t^\alpha \int_t^\beta h(t) = h(t)$ and

$$\int_t^\alpha h(t) = h(t) - \sum_{k=0}^{n-1} h^{(k)}(\alpha) \frac{(t - \alpha)^k}{k!}$$

(ii) If $h(t) \in C_{-1}, n \in N. Then \int_t^\alpha h(t), 0 \leq \alpha \leq n$ is well defined and $\int_t^\alpha h(t) \in C_{-1}$

3. Analysis of the method
In this section, we extend the application of the MHPM to the fractional order differential equations in the following form:

$$\int_t^\alpha y_1(t) = f_1(t, y_1, y_2, y_3, \cdots y_n),$$
$$\int_t^\alpha y_2(t) = f_2(t, y_1, y_2, y_3, \cdots y_n),$$
$$\int_t^\alpha y_3(t) = f_3(t, y_1, y_2, y_3, \cdots y_n),$$
$$\vdots$$
$$\int_t^\alpha y_n(t) = f_n(t, y_1, y_2, y_3, \cdots y_n).$$
Subject to the following initial condition: \( y_i(a) = c_i, \quad i = 1, 2, 3 \ldots n \)
where \( 0 < \alpha_j \leq 1, \quad t \geq 0, \quad f_i \) is an arbitrary linear or nonlinear function.

### 3.1 Solution by HPM

The HPM is a universal one which can be applied to various kinds of linear and nonlinear equations. It usually needs only a few iterations to lead to the active approximate analytical solutions for a given system. In view of the HPM, we construct a homotopy for the Equations which satisfies the following relations:

\[
aD^n_{\tau} y_i(t) = pf_i(t, y_1, y_2, y_3, \ldots y_n) \quad \text{(4)}
\]

where \( aD^n_{\tau} \) is an embedding parameter. When \( p = 0 \), equation (4) becomes linear, and when \( p = 1 \), equation (4) turns out to be the original equation in equations.

The basic assumption is that the solution of above equation can be expanded as power series in \( p \).

\[
y_i(t) = y_{i_0} + p y_{i_1} + p^2 y_{i_2} + p^3 y_{i_3} + \cdots \quad \text{(5)}
\]

And the initial conditions are taken as

\[
y_{i_0}(a) = y_i(a) = c_i, \quad y_{i_k}(a) = 0, \quad k = 1, 2, 3 \ldots
\]

where \( y_{ij}(t), j = 0, 1, 2, 3 \ldots \) are the functions to be determined later. Substituting equation (5) into equation (4), collecting the terms of the same powers of \( p \), we obtain

\[
P^0: \quad 0D^n_{\tau} y_{i_0} = 0
\]

\[
P^1: \quad 0D^n_{\tau} y_{i_1} = f_1(t, y_{10}, y_{20}, y_{30}, \ldots y_{n0})
\]

\[
P^2: \quad 0D^n_{\tau} y_{i_2} = f_2(t, y_{10}, y_{20}, y_{30}, \ldots y_{n0}, y_{11}, y_{21}, y_{31}, \ldots y_{n1})
\]

\[
P^3: \quad 0D^n_{\tau} y_{i_3} = f_3(t, y_{10}, y_{20}, y_{30}, \ldots y_{n0}, y_{11}, y_{21}, y_{31}, \ldots y_{n1}, y_{12}, y_{22}, y_{32}, \ldots y_{n2})
\]

Where \( f_1, f_2, \ldots \) satisfy the following equation

\[
f_i(t, y_{10} + py_{11} + p^2 y_{12} + \cdots, y_{n0} + py_{n1} + p^2 y_{n2} + \cdots)
\]

\[
= f_i(t, y_{10}, y_{20}, y_{30}, \ldots y_{n0}) + pf_i(t, y_{10}, y_{20}, y_{30}, \ldots y_{n0}, y_{11}, y_{21}, y_{31}, \ldots y_{n1})
\]

\[
+ p^2 f_i(t, y_{10}, y_{20}, y_{30}, \ldots y_{n0}, y_{11}, y_{21}, y_{31}, \ldots y_{n1}, y_{12}, y_{22}, y_{32}, \ldots y_{n2}) + \cdots
\]

Applying the integral operator \( D^n_{\tau} \) on both sides of the above fractional order equation in, which considering the initial condition, by using the properties of the Caputo fractional derivative, we can determine the unknown function \( y_{ij}(t) \).

By setting \( p = 1 \) in (5), the HPM series solutions to equations (1)-(3) are given as

\[
y_i(t) = \sum_{j=0}^{\infty} y_{ij}(t)
\]

where \( i = 1, 2, 3 \ldots n \). The N-term approximation of the HPM series can be expressed as

\[
y_i(t) \approx \phi_{iN}(t) = \sum_{j=0}^{N-1} y_{ij}(t), \quad i = 1, 2, 3 \ldots n.
\]

### 3.2 Solutions by MHPM

The approximate solutions generally, as shall be shown in the numerical experiments of this paper, not valid for large \( t \). The HPM treated as an algorithm in a sequence of intervals for finding accurate approximate solution to the equations (1).The modified HPM, i.e. the MHPM, can give the valid solutions for a long time.
The time interval \([a, t]\) can be divided into a sequence of subintervals \([t_0, t_1), [t_1, t_2), ..., [t_{j-1}, t_j]\), in which \(t_0 = a, t_j = t\). Without loss of generality, the subintervals can be chosen as the same length \(\Delta t\). Without loss of generality, the subintervals can be chosen as the same length \(\Delta t\) i.e. \(\Delta t = t_i - t_{i-1}, (i = 1,2,3,...,f)\). Furthermore, the equations in (7) can be solved by HPM in every sequential interval \([t_{i-1}, t_i]\), \(i = 1,2,3,...,n\). Choosing the initial approximations as

\[y_{i0}(t^*) = y_i(t^*) = c_i, y_{ik}(t^*) = 0, i = 1,2,3,...,n, k = 1,2,3,...\]

Where \(t^*\) is the left-end point of each sub interval, but in general, we only having the initial values at the point \(t^* = t_0 = a\). A simple way to obtain the other necessary values could be by means of the previous N-terms approximate solutions \(\phi_{iN(t^*)}\), \(i = 1,2,3,...n\) of the preceding subinterval \([t_{i-2}, t_{i-1}]\), \(i = 1,2,3,...n\), i.e.

\[y_{i0}^*(t^*) = \phi_{iN(t^*)}\]

Finally, the unknown functions \(y_{ij}(t), i = 1,2,3,...,n, j = 0,1,2,3,....\) can be obtained by the fractional integral operator

\[\mathcal{I}_t^{\alpha_i} y_{ij}(t) = \frac{1}{\Gamma(\alpha_i)} \int_t^{\infty} (t - \tau)^{\alpha_i - 1} y_{ij}(\tau) d\tau\]

### 4.1 MHPM usage in the Chua’s fractional order system

The fractional order Chua’s system described as

\[
\begin{align*}
_0D_t^{\alpha_1} x(t) &= \alpha(x - y - ax) \\
_0D_t^{\alpha_2} y(t) &= x - y + z \\
_0D_t^{\alpha_3} z(t) &= -\beta y
\end{align*}
\]

Subject to the initial conditions \(x(0) = c_1, y(0) = c_2, z(0) = c_3\)

Where \(0 < \alpha_i < 1, i = 1,2,3\), \(x, y, z\) are state positive parameters.

\[
\begin{align*}
_0D_t^{\alpha_1} x(t) &= P(\alpha(x - y - ax)) \\
_0D_t^{\alpha_2} y(t) &= P(x - y + z) \\
_0D_t^{\alpha_3} z(t) &= P(-\beta y)
\end{align*}
\]

Where \(P \in [0,1]\) is an embedding parameter.

- \(P^0: \ _0D_t^{\alpha_1} x_0 = 0\)
- \(P^1: \ _0D_t^{\alpha_2} x_1 = \alpha y_0 - \alpha x_0 - \alpha ax_0\)
- \(P^2: \ _0D_t^{\alpha_3} x_2 = \alpha y_1 - \alpha x_1 - \alpha ax_1\)
- \(P^3: \ _0D_t^{\alpha_4} x_3 = \alpha y_2 - \alpha x_2 - \alpha ax_2\)

... 

- \(P^3: \ _0D_t^{\alpha_4} y_3 = \alpha y_3 - \alpha x_3 - \alpha ax_3\)

... 

- \(P^3: \ _0D_t^{\alpha_4} z_3 = \alpha y_3 - \alpha x_3 - \alpha ax_3\)

... 

- \(P^1: \ _0D_t^{\alpha_2} y_1 = x_0 - y_0 + z_0\)

- \(P^2: \ _0D_t^{\alpha_3} y_2 = x_1 - y_1 + z_1\)

- \(P^3: \ _0D_t^{\alpha_4} y_3 = x_2 - y_2 + z_2\)

... 

- \(P^3: \ _0D_t^{\alpha_4} z_3 = y_3 - x_3 + z_3\)

... 

- \(P^3: \ _0D_t^{\alpha_4} z_3 = y_3 - x_3 + z_3\)
The initial Condition 

\[ x_0 = x_0(0) = c_1 = 0.01 \]

\[ y_0 = y_0(0) = c_2 = 0.01 \]

\[ z_0 = z_0(0) = c_3 = 0.001, \alpha = 10, \beta = 16.82 \]

Using the initial conditions we get the following results

\[ x_1 = (\alpha c_2 - (\alpha + \alpha) c_1) \frac{t^{\alpha_1}}{\Gamma(\alpha_1 + 1)} \]

\[ y_1 = (c_1 - c_2 + c_3) \frac{t^{\alpha_1}}{\Gamma(\alpha_2 + 1)} \]

\[ z_1 = -\beta c_2 \frac{t^{\alpha_1}}{\Gamma(\alpha_3 + 1)} \]

\[ x_2 = x_1 - \alpha x_1 - \alpha ax_1 \]

\[ x_2 = (\alpha c_1 - \alpha c_2 + \alpha c_3) \frac{t^{\alpha_2}}{\Gamma(\alpha_1 + 1)} - (\alpha + \alpha a) \left[ \alpha c_2 - (\alpha + \alpha a) c_1 \frac{t^{\alpha_1}}{\Gamma(\alpha_1 + 1)} \right] \]

\[ x_2 = \alpha c_1 - \alpha c_2 + \alpha c_3 - \alpha c_2 (\alpha + \alpha a) - (\alpha + \alpha a)^2 c_1 \frac{t^{\alpha_1}}{\Gamma(\alpha_1 + 1)} \]

\[ x_2 = \alpha c_1 - \alpha c_2 + \alpha c_3 - \alpha c_2 (\alpha + \alpha a) + (\alpha + \alpha a)^2 c_1 \frac{t^{\alpha_1+\alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \]

\[ x_2 = \left[ \alpha c_1 - \alpha c_2 + \alpha c_3 - \alpha^2 c_2 - \alpha^2 c_2 + \alpha^2 c_1 + \alpha^2 c_1 + 2 \alpha^2 c_1 \frac{t^{\alpha_1+\alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \right] \]
\[ y_2 = x_1 - y_1 + z_1 \]
\[ y_2 = ac_2 - (\alpha + \alpha \alpha)c_1 \frac{t^{\alpha_1}}{\Gamma(\alpha_1 + 1)} - (c_1 - c_2 + c_3) \frac{t^{\alpha_2}}{\Gamma(\alpha_2 + 1)} - \beta c_2 \frac{t^{\alpha_3}}{\Gamma(\alpha_3 + 1)} \]
\[ y_2 = ac_2 - (\alpha + \alpha \alpha)c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - (c_1 - c_2 + c_3) \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - \beta c_2 \frac{t^{\alpha_1 + \alpha_3}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \]
\[ z_2 = -\beta y_1 = -\beta \left[ c_1 - c_2 + c_3 \frac{t^{\alpha_2}}{\Gamma(\alpha_1 + 1)} \right] = -\beta \left[ c_1 - c_2 + c_3 \frac{t^{\alpha_2}}{\Gamma(\alpha_1 + 1)} \right] \]
\[ x_3 = \alpha y_2 - \alpha x_2 - \alpha ax_2 \]
\[ x_3 = \alpha \left[ ac_2 - (\alpha + \alpha \alpha)c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - (c_1 - c_2 + c_3) \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - \beta c_2 \frac{t^{\alpha_1 + \alpha_3}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \right] \]
\[ x_1 = \left[ a^2 c_2 - (\alpha^2 + \alpha^2 \alpha)c_1 \frac{t^{2\alpha_1 + \alpha_2}}{\Gamma(2\alpha_1 + \alpha_2 + 1)} - (c_1 - c_2 + c_3) \frac{t^{2\alpha_1 + \alpha_2}}{\Gamma(2\alpha_1 + \alpha_2 + 1)} - \beta c_1 \frac{t^{2\alpha_1 + \alpha_3}}{\Gamma(2\alpha_1 + \alpha_2 + 1)} \right] \]
\[ y_3 = \begin{bmatrix} \alpha c_1 - \alpha c_2 + c_3 - \alpha^2 c_2 - \alpha^2 c_1 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \\ \alpha c_1 - \alpha c_2 + c_3 - \alpha^2 c_2 - \alpha^2 c_1 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - \beta c_1 \frac{t^{\alpha_2 + \alpha_3}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \\ \alpha c_1 - \alpha c_2 + c_3 - \alpha^2 c_2 - \alpha^2 c_1 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - \beta c_2 \frac{t^{\alpha_2 + \alpha_3}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \end{bmatrix} \]
\[ y_3 = \begin{bmatrix} \alpha c_1 - \alpha c_2 + c_3 - \alpha^2 c_2 - \alpha^2 c_1 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \\ \alpha c_1 - \alpha c_2 + c_3 - \alpha^2 c_2 - \alpha^2 c_1 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - \beta c_1 \frac{t^{\alpha_2 + \alpha_3}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \\ \alpha c_1 - \alpha c_2 + c_3 - \alpha^2 c_2 - \alpha^2 c_1 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - \beta c_2 \frac{t^{\alpha_2 + \alpha_3}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \\ \end{bmatrix} \]
\[ z_3 = -\beta y_2 \]
\[ z_3 = -\beta \left[ ac_2 - (\alpha + \alpha \alpha)c_1 \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - (c_1 - c_2 + c_3) \frac{t^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} - \beta c_2 \frac{t^{\alpha_1 + \alpha_3}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \right] \]
\[ z_3 = -\beta c_2 - (\alpha \beta + a \beta a) c_1 \frac{t^{a_1 + 2a_2}}{\Gamma a_1 + 2a_2 + 1} - (c_1 \beta - c_2 \beta + c_3 \beta) \frac{t^{a_1 + 2a_2}}{\Gamma a_1 + 2a_2 + 1} - \beta^2 c_2 \frac{t^{2a_1 + a_3}}{\alpha_1 + \alpha_3 + 1} \]

\[ x_4 = \alpha y_3 - \alpha x_3 - \alpha a a x_3 \]

\[ x_4 = \alpha y_3 - (\alpha + \alpha a) x_3 \]

\[ x_4 = \alpha \left\{ \frac{\alpha c_1 - \alpha c_2 + \alpha c_3 - \alpha^2 c_2 - \alpha^2 a c_2 + \alpha^2 a^2 c_1 + \alpha^2 a^2 c_1}{\Gamma 2a_1 + \alpha_2 + 1} - \alpha c_2 - (\alpha + \alpha a) c_1 \frac{t^{2a_2}}{\Gamma 2a_1 + \alpha_2 + 1} - \beta c_2 \frac{t^{2a_2}}{\Gamma 3a_1 + 1} \right\} \]

\[ x_4 = \alpha c_1 - \alpha c_2 + \alpha c_3 - \alpha^2 c_2 - \alpha^2 a c_2 + \alpha^2 a^2 c_1 + \alpha^2 a^2 c_1 \frac{t^{2a_2}}{\Gamma 2a_1 + \alpha_2 + 1} - \alpha c_2 - (\alpha + \alpha a) c_1 \frac{t^{2a_2}}{\Gamma 2a_1 + \alpha_2 + 1} - \beta c_2 \frac{t^{2a_2}}{\Gamma 3a_1 + 1} \]

\[ x_4 = \alpha^2 c_1 - \alpha^2 c_2 + \alpha^2 c_3 - \alpha^3 c_2 - \alpha^3 a c_2 + \alpha^3 a c_1 + \alpha^3 a^2 c_1 + 2 \alpha^3 a c_1 \frac{t^{3a_1 + \alpha_3}}{\Gamma a_1 + \alpha_3 + 1} \]

\[ y_4 = x_3 - y_3 + z_3 \]

\[ y_4 = -0.049974 + 0.07850 - 1.14588 \frac{t^{3.92}}{21.29084} = -0.052480503 t^{3.92} \]

\[ z_4 = -\beta y_3 \]

\[ z_4 = -\beta \left\{ \frac{\alpha c_1 - \alpha c_2 + \alpha c_3 - \alpha^2 c_2 - \alpha^2 a c_2 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1}{\Gamma 2a_1 + \alpha_2 + 1} \right\} \]

\[ z_4 = -\beta \left\{ \frac{\alpha c_1 - \alpha c_2 + \alpha c_3 - \alpha^2 c_2 - \alpha^2 a c_2 + \alpha^2 a^2 c_1 + 2 \alpha^2 a^2 c_1}{\Gamma 2a_1 + \alpha_2 + 1} \right\} \]
Using the initial condition and constant values in the fractional order system, we get the approximate series solutions of system are expressed given below

\[ z_+ = \left\{ \begin{array}{l}
-\alpha \beta c_1 + \alpha \beta c_2 - \alpha \beta c_3 + \alpha^2 \beta c_1 + \alpha^2 \beta a c_2 - \alpha^2 \beta a^2 c_1 \\
- 2 \beta \alpha^2 a c_1 \frac{t^{2 \alpha_1 + 2 \alpha_2}}{\Gamma 2 \alpha_1 + 2 \alpha_2 + 1} + \alpha \beta c_2 + (\alpha \beta + \alpha^2 \beta a)c_1 \frac{t^{2 \alpha_1 + x_2 + x_3}}{\Gamma 2 \alpha_1 + 2 \alpha_2 + 1} \\
+ c_1 \beta - c_2 \beta + c_3 \beta \frac{t^{2 \alpha_1 + 2 \alpha_2}}{\Gamma 2 \alpha_1 + 2 \alpha_2 + 1} - \beta^2 c_2 \frac{t^{3 \alpha_2 + x_3}}{\Gamma 2 \alpha_1 + 2 \alpha_2 + 1} - \beta^2 c_1 + \beta^2 c_2 \\
- \beta^2 c_3 \frac{t^{4 \alpha_2}}{\Gamma 4 \alpha_1 + 1} \end{array} \right\} \]

Using the initial condition and constant values in the fractional order system, we get the approximate series solutions of system are expressed given below

\[ \begin{align*}
    x(t) &= 0.01 + 0.0010088 t^{0.98} + 0.06229 t^{1.86} - 0.049974 t^{2.94} - 0.068256837 t^{3.92} - 0.0058625 t^{4.90} + \ldots \\
    y(t) &= 0.01 + 0.016083.098 - 0.092956 t^{1.96} - 0.07850 t^{2.96} - 0.05240503 t^{3.92} + 0.00827734583 t^{4.90} + \ldots \\
    z(t) &= 0.01 - 0.169626 t^{0.98} - 0.08725 t^{1.96} - 1.14583 t^{2.94} + 0.6540245 t^{3.92} + 0.0087175 t^{4.90} + \ldots
\end{align*} \]

By taking values for \( t \in (0.0001,0.5) \) and using equations, the sample values obtained out of nearly 5000 values are tabulated for reference. In the power series analysis difference in the values of ‘x, y and z’ are of the system variable is calculated as reference and are plotted as shown below

<table>
<thead>
<tr>
<th>s.no</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X_i+1-X_i</th>
<th>Y_i+1-Y_i</th>
<th>Z_i+1-Z_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00999988</td>
<td>0.009999877</td>
<td>0.009979605</td>
<td>-0.00000001152</td>
<td>-0.00000001218</td>
<td>-0.00000198357</td>
</tr>
<tr>
<td>2</td>
<td>0.009997511</td>
<td>0.009996075</td>
<td>0.009948366</td>
<td>-0.00000000688</td>
<td>-0.00000001749</td>
<td>-0.000000187671</td>
</tr>
<tr>
<td>3</td>
<td>0.009995939</td>
<td>0.009983266</td>
<td>0.00846086</td>
<td>-0.00000000119</td>
<td>-0.00000002039</td>
<td>-0.000000184986</td>
</tr>
<tr>
<td>4</td>
<td>0.010000018</td>
<td>0.009958026</td>
<td>0.0097186047</td>
<td>-0.00000001068</td>
<td>-0.00000004407</td>
<td>-0.000000184805</td>
</tr>
<tr>
<td>5</td>
<td>0.010003229</td>
<td>0.00994587</td>
<td>0.006705236</td>
<td>-0.000000001414</td>
<td>-0.00000004965</td>
<td>-0.000000185084</td>
</tr>
<tr>
<td>6</td>
<td>0.010004908</td>
<td>0.009942859</td>
<td>0.006594165</td>
<td>-0.00000000149</td>
<td>-0.00000005094</td>
<td>-0.000000185168</td>
</tr>
<tr>
<td>7</td>
<td>0.010005014</td>
<td>0.009937977</td>
<td>0.006483042</td>
<td>-0.000000001572</td>
<td>-0.00000005223</td>
<td>-0.000000185257</td>
</tr>
<tr>
<td>8</td>
<td>0.010006142</td>
<td>0.009930609</td>
<td>0.006353329</td>
<td>-0.000000001664</td>
<td>-0.00000005373</td>
<td>-0.000000185370</td>
</tr>
<tr>
<td>9</td>
<td>0.010007687</td>
<td>0.009931155</td>
<td>0.006186434</td>
<td>-0.000000001782</td>
<td>-0.00000005567</td>
<td>-0.000000185526</td>
</tr>
<tr>
<td>10</td>
<td>0.010008961</td>
<td>0.009927213</td>
<td>0.006056527</td>
<td>-0.000000001872</td>
<td>-0.00000005718</td>
<td>-0.000000185656</td>
</tr>
<tr>
<td>11</td>
<td>0.010009148</td>
<td>0.009926641</td>
<td>0.006037962</td>
<td>-0.000000001885</td>
<td>-0.00000005739</td>
<td>-0.000000185676</td>
</tr>
<tr>
<td>12</td>
<td>0.010010104</td>
<td>0.00992375</td>
<td>0.005945104</td>
<td>-0.000000001950</td>
<td>-0.00000005847</td>
<td>-0.000000185774</td>
</tr>
<tr>
<td>13</td>
<td>0.010011293</td>
<td>0.00992021</td>
<td>0.00583361</td>
<td>-0.000000002028</td>
<td>-0.00000005976</td>
<td>-0.000000185897</td>
</tr>
<tr>
<td>14</td>
<td>0.010012112</td>
<td>0.009917806</td>
<td>0.005759238</td>
<td>-0.000000002079</td>
<td>-0.00000006063</td>
<td>-0.000000185981</td>
</tr>
<tr>
<td>15</td>
<td>0.01001232</td>
<td>0.0099172</td>
<td>0.00574064</td>
<td>-0.000000002092</td>
<td>-0.00000006084</td>
<td>-0.000000186003</td>
</tr>
<tr>
<td>16</td>
<td>0.010012529</td>
<td>0.009916592</td>
<td>0.00572204</td>
<td>-0.000000002105</td>
<td>-0.00000006106</td>
<td>-0.000000186025</td>
</tr>
<tr>
<td>17</td>
<td>0.010013811</td>
<td>0.009912896</td>
<td>0.005610392</td>
<td>-0.000000002182</td>
<td>-0.00000006235</td>
<td>-0.000000186157</td>
</tr>
<tr>
<td>18</td>
<td>0.010014029</td>
<td>0.009912272</td>
<td>0.005591776</td>
<td>-0.000000002194</td>
<td>-0.00000006257</td>
<td>-0.000000186180</td>
</tr>
<tr>
<td>19</td>
<td>0.010014249</td>
<td>0.009911646</td>
<td>0.005573158</td>
<td>-0.000000002207</td>
<td>-0.00000006279</td>
<td>-0.000000186203</td>
</tr>
<tr>
<td>20</td>
<td>0.010014469</td>
<td>0.009911019</td>
<td>0.005554538</td>
<td>-0.000000002220</td>
<td>-0.00000006300</td>
<td>-0.000000186226</td>
</tr>
</tbody>
</table>

4.2 Graphical Representation of Numerical solution:
5. Conclusion

The behavior of the Chua’s system of fractional order is analyzed with the various possibilities of system variables x, y, z, along there mutually perpendicular directions using Multi stage Homotopy Perturbation method, we conclude that the graphs corresponding to the solution of Hybrid dynamical system growth is in only one direction and not in the other directions.
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